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Problem 1 – Different Systems

AutonautSlocum WavegliderC-Enduro SeagliderAutosub
Long Range

• Different and inconsistent GUIs – Steep learning curve for pilots
• Non existent or poorly documented APIs – Difficult or impossible to integrate systems





Central to the policy is that NERC-funded scientists must make 
their data openly available within two years of collection and 
deposit it in a NERC data centre for long term preservation.  The 
aim is that all NERC-funded data are managed and made 
available for the long-term for anybody to use without any 
restrictions.



Problem 2 - Management and processing 
of data
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It is all about the Data



• AIS,
• Tides,
• Weather,
• Etc.

Oceanids - Integrated Command 
Control and Near Real Time Data

Human pilots controlling a 
fleet of vehicles or 

autonomous control of the 
fleet with human oversight.
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BODC

• Provides the data knowledge:
• Standardize vocabularies
• International standard file formats

• In charge of the data delivery from the National Marine Facilities to the Scientist
• Development of 2 pipelines:

• Near Real Time
• Recovery mode and delayed mode

• Working on current standards (gliders)
• The current C2 implementation generates EGO Netcdf minutes after the data 

has been received from NMF
• Working of new platforms (Autosub Long Range)

• New engineering vocabularies for AUVs



Benefits for the UK Scientific Community

The project will give Scientists:
• Quicker access to their data.
• Better visibility of the state of the data.
• A number of machine to machine tools to exploit the data.
• Intuitive tools for mission planning and piloting, no matter what platform has 

been chosen.

Project Objectives

1. Provide a unified infrastructure to pilot the NERC fleet.
2. Automate transfer and archiving of science data into the BODC
3. Implementing a straight forward access to the data.
4. Develop the infrastructure to allow piloting automation.
5. Provide the system as a National Infrastructure.
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Where is BODC taking us?

• Near real time data delivery to scientists
• Machine to machine interactions
• Near Real time QC of data coming from autonomous platforms
• Friendly APIs for developers
• Scale to hundreds or thousands of devices and millions of 

measurements in NRT
• All data is FAIR



Thanks

Malcolm Hearn
Kay Thorne
Justin Buck
Steve Loch
Alexandra Kokkinaki
Tom Gardner
Emma Slater
Thomas Bailey
Jack Gee
Karen Vickers
Cieran Brazier
James Yannaros
Paul Hagan
Graham Allen


	OCEANIDS Command and Control (C2)
	Partners
	The Fleet
	Slide Number 4
	Slide Number 5
	Slide Number 6
	Slide Number 7
	It is all about the Data
	Slide Number 9
	BODC
	Benefits for the UK Scientific Community
	Where is BODC taking us?
	Thanks

